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Hello World!
    I am Ayon Roy

        Executive Data Scientist @ NielsenIQ 
Z by HP Global Data Science Ambassador

● Mentored/Judged 100+ Hackathons
● Delivered 70+ Technical Talks 
● Brought Kaggle Days Meetup Community in India for the 1st time
● Presenting at ICGEB, New Delhi for the 3rd time 

If you haven’t heard about me yet, you might have been living under the rocks. Wake up !!



• A brief about Kaggle & its offerings

• Diving into basics of Kaggle Competitions & Notebooks

• Exploring Parkinson's Disease Progression Prediction Dataset on Kaggle 

[ A past Kaggle Competition Dataset ]

Agenda [ 13-09-2023 ]
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● Kaggle is the platform that hosts the Data Analysis Competition.
● It is common for competitions to be hosted by providing data that needs to be analyzed for the company's research challenges, 

key services.
● Artificial Intelligence, Machine Learning Boom has continued to increase the number of participants and was acquired by Google's 

parent company 'Alphabet' in 2017.
● Since the Alphabet's acquisition, Kaggle has become a critical site for data scientists and engineers, not just a platform.

What is Kaggle ?
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Provides practical and practical lectures on 
Python, machine learning and visualization, 
and so on.

Kaggle's course can be quite useful if you 
haven't learned it step by step or if you've 
studied an old course.

All lectures are also available in English, free 
and a certificate of completion.

Courses
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The first thing to do when developing a 
machine learning-based data analysis program 
is to prepare Dataset.

Dataset is open for academic purposes or 
created and released by Kaggler.

If you don't want to share your Dataset, you 
can use the Private setting to make it private to 
the outside world.

Once Dataset or Notebook is set to Public, 
Apache 2.0 License is applied, so you must 
make a careful decision.

Datasets
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Discussion & Site Forum

If you don't know something, you can ask in Site 
Forums, and Competition of the Communities.
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Competitions
Getting Started for New Kaggler

● The Competitions shown here are for 
beginners.

● Especially Titanic: Machine Learning 
from Disaster, House Prices: Advanced 
Regression Techniques, Digit Recognizer 
These three competitions are the most 
recommended and helpful competitions 
for new machine learners.
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Refer to Competitions Documentation.

Featured, the most common Competition

● Difficult competitions and generally 
commercial purposes.

● Most Kagglers participate in the 
competition, which has been held so far, 
the prize range is between $100 and 
$1,500,000.

Research

● It mainly deals with research topics and 
generally does not have prize money or 
rewards. (All the ongoing Research 
Competitions have prize money.)

● Instead, you can do research by 
discussing with less competitive and 
intellectually curious Kagglers.

Competitions
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Playground for AI,ML, Data Science Enthusiasts

Competition is held mainly with topics that data 
scientists and engineers might find interesting.

Playground is not an easy task. It usually covers 
recent academic/technical issues and public 
social issues.

In some cases, the organizers may offer prize 
money or reward.
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Purpose Knowledge Required

Competition participation Python, R, data analysis

Competition organizer Data analysis, English

Discussion with Kaggler English

Learning through Courses English

Required Knowledge for Kaggling
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There is a Progression System in 
Kaggle, which is simply Kaggler Tier.
This rating is a good indicator of your 
ability as a data scientist.

The Kaggle Tiers are divided into five 
levels, and conditions are also given to 
achieve each.

● Novice
● Contributor
● Expert
● Master

Grandmaster

Also, as you can see in the pictures, 
Kaggle Tier is rated differently for 
Competitions, Datasets, Notebooks, 
and Discussion.

Kaggle Tiers
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Basis for Kaggle Medals
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● Select one Competition in the 'Getting Started' category.
● You may take a look at other people's notebooks.
● Pick one notebook and open it in the upper right corner . Click the Copy & Edit button to copy the notebook.
● Once the copy is complete, click Save Version at the upper right corner.

○ Version Name: You can enter the name.
○ Version Type: There are two options, Quick Save or Save & Run All (Commit). Quick Save is saved, not executed, and Save & Run All (Commit) is 

executed.
● Click Save & Run All here and press the Save button.
● Go back to your profile and click Notebook to see the notebook you just copied.

When you click on this notebook, there is Output at the right menu.
Select Submission.csv, which can be viewed by pressing Output, and click Submit to Competition on the right.

● The screen will now be moved to the Leaderboard menu and the submitted files will be automatically scored.

After scoring, you can check your score and click Jump to your position on the leaderboard to see your ranking.

Steps to participate in a Competition
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How is Kaggle Used ?

Infrastructure for data analytics

● Kaggle is web-based and provides tools for data analysis. (Notebook)
● Community with a variety of Kagglers to enable competition and cooperation.

Notebook
● The programming environment for data analysis provided by Kaggle.
● A SaaS environment that runs code written on your Notebook on a server.
● It provides a programming environment, so there is no need to build a separate development environment. (No 

Python installation, Anaconda installation, etc.)
● It is similar to Jupyter Notebook.
● Provides 4 Core CPU + 16GB RAM by default. GPU Server provides 2Core CPU + GPU + 13GB RAM.

Provided free of charge, and GPU can be used for 30 hours a week.
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What can you do with Notebook?
● Programming for data analysis is the primary purpose, and programs created to run on the Kaggle server.
● Submit to Competition or share Notebook with Kaggler. Some of the Notebooks are shared only for training or skills.
● Use Code Cell and Markdown Cell to write codes, and descriptions of the code, text, image, etc.

● Go to the Notebook menu and look in the upper right corner  There's a button like this. Click it.
● Kaggle Notebook has two types: Script and Notebook.

○ Script is a method of writing and executing code in a commonly used code editor.
● Notebook is an interactive development environment similar to Jupyter Notebook. The characteristic is that you can divide the 

cells and execute only the code you want.
● Press File in the upper left corner and hover your cursor over Edit Type to select the type. In addition, you can choose between 

Python and R in Language.

Create & Use Notebook
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● Set Public & Private
○ Notebook can be released for sharing with other Kaggler. But if you don't want to share, or when you work as a team, you 

can make settings such as Private or Shared to a specific user.
○ Press the Share button in the upper right corner to open a window for public or private setting.
○ If Privacy is set to Public, it will be released with Apache 2.0 License.
○ Use Collaborators to add users as collaborators.

● Settings
○ Language : You can set the programming language to use Python and R.
○ Environment : The Docker image can be set. Original sets up the development environment when creating Notebook and 

Latest Available uses the latest development environment provided by Kaggle.
○ Accelerator : Whether to use GPU or TPU can be set.
○ GPU/TPU Quota : Show time and usage of GPU and TPU
○ Internet : You can set whether or not to connect to the Internet.

You can install certain packages by setting Internet to On. Google accounts also allow you to use BigQuery, Cloud Storage, 
and AutoML services from GCP (Google Cloud Platform).

○

Various Settings for Notebook
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Kaggle Notebook is available not only in 
Competition Data but also in a variety of 
Dataset shared.

In this case, a separate file must be set up for 
use in Notebook.

Using Data in Notebook
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What else can the Notebook be used for besides data analysis Competition?

● In general, if the goal is to win a prize, Notebook will be shared(Public) after Competition is finished.
However, there is also an environment in which we can discuss with Kaggler even when Competition is in progress.

How to handle Data File to use in Competition Notebook?

● When performing Competition, the Data tab is located in the upper right corner of the Notebook. There are three types of files you 
can click on, each of which is described as follows.

○ train.csv : Learning data with correct answer label.
○ test.csv : Data for testing without the correct answer label.
○ Sample_submission.csv : Examples of data for submission

View the Data menu in Competition to see what data each file contains.

○ For example, lets look at the Titanic - Machine Learning from Disaster.

Competitions & Notebooks
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● Let's use these files to create and submit a csv file for model creation and 
submission.
(The same is explained in 4. Participate in the Competition.)

○ Click Save Version in the upper right corner of the Notebook screen. (If the 
code is not executed, click Save & Run All (Commit).

○ In Save & Run All (Commit), Commit is the same meaning as Git Commit in 
Github, which I am currently working on.
Therefore, Kaggle Notebook can refer to the version of the source code 
previously written.

● Now return to your profile and click Notebook to see the notebook you just saved.
When you click on this notebook, there is Output in the right menu.
Select Submission.csv that you can view by pressing Output menu and click 
Submit to Competition on the right.

● The screen will now be moved to the Leaderboard menu and the submitted files 
will be automatically scored.
After scoring, you can check your score and click Jump to your position on the 
leaderboard to see your ranking.

Competitions & Notebooks
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Competition Progress Flow

Baseline implementing the general-purpose algorithm

● First, you start analyzing the data, you get the output data through a general-purpose algorithm.
● Develop machine learning models in earnest and compare output data and results from general-purpose algorithms.
● If the comparison results in a worse result than the general-purpose algorithm, you can assume that the model has a problem.

Data Analysis Notebook

● This refers to Notebook that analyzes Competition data and shows visualization.
● Focus on identifying correlations, rules, and structure between the analyzed data without creating data to submit. We also look 

for independent variables that fit well with dependent variable.
● If you have less Competition experience, it would be a good start to build knowledge and insight by looking at data analyzed 

by other Kagglers.
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Competition Progress Flow ( Contd. )

Fork Notebook

● For those who are new to machine 
learning and Kaggle, one way is to fork 
out a notebook that is open without 
data analysis or model development 
yourself.

● Fork means to copy a version of the 
source code.

● On the top right of the Notebook you'd 
like to fork  press button to copy.

Merge, Blending, Stacking, Ensemble Notebook

● Notebook with words such as Merge, 
Blending, Stacking, and Ensemble.

● As the name suggests, it means 
Notebook combining several 
Notebooks.
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Exploring 
Parkinson's Disease 

Progression Prediction 
Dataset on Kaggle 
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Detailing the Competition
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Detailing the Competition

We're having a contest to try and figure out how Parkinson's disease gets worse over time. Parkinson's disease is a sickness that 
makes it hard for people to move and think clearly. Right now, there's no cure for it. We want to understand it better, so we can find 
a way to slow it down or even stop it.

We think that certain tiny parts in our bodies, called proteins and peptides, might have something to do with how Parkinson's 
disease works. We have a lot of information about this from over 10,000 people with Parkinson's disease. But we still haven't found 
clear signs or cures.

The group organizing this contest is called the Accelerating Medicines Partnership® Parkinson’s Disease, and they're a team of 
people from different places like the government, companies, and groups that want to help. They've gathered a ton of information 
about Parkinson's disease to try and find important clues.

If you join this contest and figure out some important information, it could be a big step towards finding a way to help people 
with Parkinson's disease. This could make life much better for them and also save a lot of money on medical care.
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Competition’s Context

Parkinson’s disease (PD) is a disabling brain disorder that affects movements, cognition, sleep, and other normal functions. 
Unfortunately, there is no current cure—and the disease worsens over time. It's estimated that by 2037, 1.6 million people in 
the U.S. will have Parkinson’s disease, at an economic cost approaching $80 billion. Research indicates that protein or 
peptide abnormalities play a key role in the onset and worsening of this disease. 

Gaining a better understanding of this—with the help of data science—could provide important clues for the development of new 
pharmacotherapies to slow the progression or cure Parkinson’s disease.

Current efforts have resulted in complex clinical and neurobiological data on over 10,000 subjects for broad sharing with the 
research community. A number of important findings have been published using this data, but clear biomarkers or cures are still 
lacking.

Competition host, the Accelerating Medicines Partnership® Parkinson’s Disease (AMP®PD), is a public-private partnership between 
government, industry, and nonprofits that is managed through the Foundation of the National Institutes of Health (FNIH). The 
Partnership created the AMP PD Knowledge Platform, which includes a deep molecular characterization and longitudinal clinical 
profiling of Parkinson’s disease patients, with the goal of identifying and validating diagnostic, prognostic, and/or disease 
progression biomarkers for Parkinson’s disease.

Your work could help in the search for a cure for Parkinson’s disease, which would alleviate the substantial suffering and medical 
care costs of patients with this disease.
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Competition’s Goal

The goal of this competition is to predict MDS-UPDR scores, which measure progression in patients with Parkinson's disease. 

The Movement Disorder Society-Sponsored Revision of the Unified Parkinson's Disease Rating Scale (MDS-UPDRS) is a 
comprehensive assessment of both motor and non-motor symptoms associated with Parkinson's. 

You will develop a model trained on data of protein and peptide levels over time in subjects with Parkinson’s disease versus normal 
age-matched control subjects.

Your work could help provide important breakthrough information about which molecules change as Parkinson’s disease 
progresses.
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Model should be a Classification or Regression 
Model ?

This competition involves predicting scores related to Parkinson's disease, specifically the MDS-UPDR scores, which measure 
disease progression. 

Since the goal is to predict numerical scores (e.g., MDS-UPDR scores), it calls for a regression model. This model will estimate 
how the disease progresses in patients based on the provided data about proteins and peptides.
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TensorFlow Decision Forests Library
It is designed to make it easy to train and use decision forest models. If you want a quick and effective way to train a model, TF-DF provides 
good default settings that have been tested and perform well on benchmarks. These defaults are slightly adjusted to ensure reasonable 
training times.

If you're interested in fine-tuning the learning algorithm to potentially achieve even higher accuracy, you have the option to explore various 
hyperparameters.

To use TF-DF for a regression problem, you can set up a random forest model like this:

# Python Code for setting up a Random Forest Model for Regression

rf = tfdf.keras.RandomForestModel(hyperparameter_template="benchmark_rank1", task=tfdf.keras.Task.REGRESSION)

In this example, hyperparameter_template="benchmark_rank1" tells the model to use the top-ranking hyperparameters from the 
benchmarks as defaults. This ensures a good starting point for your regression model. The task=tfdf.keras.Task.REGRESSION specifies that 
you're working on a regression problem.

This way, you can quickly get a regression model up and running. If you later decide to experiment with different settings, TF-DF provides a 
wide range of hyperparameters that you can adjust to fine-tune the model's performance for your specific dataset and problem.
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Data Detailing

UPDRS is a rating instrument used to measure the the severity 
and progression of Parkinson’s disease in patients. When a 
patient visits the clinic, the clinic will record how the patient 
scored on 4 parts of UPDRS test. This data can be found in 
train_clinical. The ratings for the the first 4 segments of UPDRS 
are available as updrs_1, updrs_2, updrs_3 and updrs_4 in 
train_clinical. Our goal is to train a model to predict these 
UPDRS ratings.

The clinic will also record the patient's NPX(Normalized Protein 
eXpression) value for all the proteins relevant to Parkinson's 
disease during each visit. NPX is nothing but the value 
representing the protein concentration in shells. This data is 
available in the train_proteins.

Proteins are long molecules made up of multiple peptides. The 
clinic will record the Peptide Abundance of each peptide in 
proteins relevant to Parkinson's disease. It shows the peptide 
concentration, similar to NPX for proteins. This data can be 
found in the train_peptides.
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The logic behind training the model

Aim is to train a computer model to predict certain scores related to Parkinson's disease. The scores are called "updrs_1," 
"updrs_2," "updrs_3," and "updrs_4." These scores help doctors understand how the disease is affecting a person.

Understanding the code step by step

● It starts by listing the scores we want to predict: updrs_1, updrs_2, updrs_3, and updrs_4.
● Then, it goes through each of these scores one by one.
● For each score, it combines information from two datasets (pro_pep_df and train_clinical) using a common column called 

"visit_id."
● It removes any rows where the score we're interested in is missing.
● It makes a list of features we'll use to predict the score. This list is based on a previous list of features.
● It splits the data into two parts: one for training the model and one for testing how well it works.
● It prepares the data in a format that the computer model can understand.
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Logic [ Continued ]

● It creates a type of model called a Random Forest, which is good for this type of prediction.
● It trains the model on the training data.
● It saves the trained model.
● It checks how well the model did on the testing data and records a value called Mean Squared Error (MSE), which tells us 

how close the model's predictions were to the actual scores.
● It uses the trained model to make predictions on the testing data.
● It calculates a different value called Symmetric Mean Absolute Percentage Error (sMAPE) to see how well the model did.
● This code repeats this process for each of the four scores (updrs_1, updrs_2, updrs_3, updrs_4).
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References
● https://github.com/stevekwon211/Hello-Kaggle-Guide

● GitHub - drakearch/kaggle-courses: Kaggle courses and tutorials to get you started in the Data Science world. 

● Kaggle presentation (slideshare.net) 

● Complete Solution + PPT Summary Slides | Kaggle 

● Winning solutions of kaggle competitions 

● Demo : Parkinson's Disease Progression Prediction w TFDF | Kaggle 
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Danke Schoen
Questions ? Any Feedbacks ? Did you like the talk? 

Tell me about it.

If you think I can help you, 
connect with me via

Email : ayon-roy@outlook.com  
LinkedIn : https://www.linkedin.com/in/ayon-roy
Website : https://AYON-ROY.NETLIFY.APP/
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